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t. INTRODUCTION

In this paper we apply the properties of Riemann modules [2] to con
struct both types of Hermite-Pade polynomials [5] associated with the
functions 1, pFp _ I (~; x), and p - 1 additional functions contiguous with
this generalized hypergeometric function. We introduce the notion of an
augmented module and use it, together with arguments suggested by
Chudnovsky [2], to show that the remainder element R(x) for type I poly
nomials satisfies a generalized hypergeometric differential equation. This
leads to an explicit expression for the type I polynomials, and a similar
procedure is carried out for the type II case. The results for type II polyno
mials coincide with a formula for one of the polynomials previously
deduced by Chudnovsky [1,3].

The work might lead to the derivation of the asymptotics for the
Hermite-Pade polynomials which might shed some light on the author's
conjectures on this subject [5].

2. AUGMENTED MODULES

Suppose we have a Riemann module [2] of dimension p with
monodromy matrices VI' Vz, ... corresponding to singular points hi, hz, ....
Then another module, the augmented module, of dimension m = p + 1, can
be constructed with the same singular points and monodromy matrices Vj ,

(2.1 )
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where Q, 1 are column matrices consisting of pO's and 1's, respectively.
If W(x),

(2.2)

is an element of the original module, then

(2.3 )

(2.5)

is an element of the augmented module. Also in the augmented module
there is

(2.4 )

The eigenvalues of Vi are the eigenvalues of Vi together with the value
unity.

The augmented dual module corresponds to the same singular points
and matrices Vi'

V _(VT)~I_( Vi' 0)
i - i-IT(I - Vi)' 1 '

where Vi = ( VJ) - 1 are the matrices for the dual of the original module. If
W(x) is an element of the original dual module then

(2.6)

belongs to the augmented module, as does

(2.7)

3. TYPE I H.P. POLYNOMIALS CORRESPONDING TO A CERTAIN

AUGMENTED MODULE

It has been stated [2], and we have shown explicitly [5], that
pFp-l(~; x) and functions contiguous thereto are the first components of
elements in a certain module of dimension p with singular points 0, 1, 00.
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This fact may be used to construct type I H.P. polynomials corresponding
to p of the contiguous functions. We now wish to do the same for the
augmented module constructed from this module.

We restrict attention to the diagonal case, where m = p + 1 polynomials
of degree n, P(j, x), are chosen to satisfy

L Fl(j, x) P(j, x) = O(xm(n+ I)-I).

i~1

For Fl(j, x) we take

(3.1 )

F I (1, x) = pFp_I(~; x)

FI(j, x) = f>(J-I)F I (1, x),

Fl(m, x) = 1,

j=2, ..., p (3.2)

where f> =x(d/dx). These functions are all first components of elements of
the augmented module described above. The complete elements are
given by

F(' ) = (f(j, X))
J, x 0'

F(m, x) = (i),
j= 1, ..., P

(3.3 )

where f(j, x) is the appropriate element in the original module.
Explicitly we have [5, Eq. (4.7.18)]

f(l, x) = KUY(OO)(x),

where

(3.4 )

k= 1, ..., p. (3.5)

We take C I = 1 and assume that no pair of {cJ, {aJ differs by an integer.
(In (3.5) the term in [ ] is omitted from the list.) The matrices K, U are
given by

Kik = exp(2ni(j - 1)ak ),

j, k= 1, ..., p, (3.6)
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where H is given in [5, Sect. 4.7.1]. The element F(j, x) is obtained by
applying bU - I

) to F(1, x).

We define another element R(x) in the augmented module by

m

R(x) = x~m(n+ 1)+ I L F(j, x) P(j, x)
j~ I

(3.7)

and use Riemann's arguments, as propounded by Chudnovsky, to find a
differential equation satisfied by each component of R(x). The exponents of
pFp_l(x) at its singularities are

x = 0: 0, 1 - C2' .•. , 1 - Cp

x = 1: 0, 1, ..., p - 2, d,
p p

d= L cj - L aJ=sc-sa·
J= 2 j~ I

(3.8 )

From this we can deduce the difference between each of the exponents of
R(x) and a corresponding one from the following list is a nonnegative
integer:

x = 00: al + ii, ..., ap + ii, ii

x = 1: 0, 0, ... , 0, d - p + 1.

(3.9)

We have set 11 = m(n + 1), ii = p(n + 1). The exponents of bk R obey the
same relations except that at x = 0, I, the last entries must be replaced by
1, d - p - k + 1, respectively.

Now let (- l)k Ak(X) be the determinant of the matrix formed by
removing the kth column of the matrix

(3.1 0)

A familiar argument [2] shows that, near x = 0, LlI(x) has the behavior

Al (x) = x - p~ + 2p - s, x (function analytic near x = 0). (3.11)

For AAx), k = 2, ... , m + 1, the power of x is decreased by I. Near x = 00,

the dominant factor is x-Sa-P~ for all k, while at X= 1, we have

(X_I)d-2p ,

(X_I)d-2P +I,

k= 1, ... ,m

k=m+1.
(3.12)
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It follows, since ,1 k( X) is analytic in x except at the three singularities,
that

where

,11 (X) = x - p~ + 2p -\,(X - l)d - 2p Al

,1 k(X) = X - p~ + 2p-,,- l(X - 1)d- 2p Ih(x),

,1 m + I (x) = x - p~ + 2p - '< - I (x - 1)d- 2p + 1 )'m + I'

k=2, ...,m (3.13)

k=2, ...,m (3.14 )

and Pd, {fld are constants.
For now we assume that Am + I =I°and normalize so that Am + I = 1. Later

it will be shown that R is unique (up to a constant factor) and that indeed
Am + 1=10.

We deduce that each component of R(x) satisfies

p

(x-l)b m R(x)+ L Ilk(x)bkR(x)+xAIR(x)=O.
k=1

This may be rewritten in the form

{xP(b)-Q(b)} R(x)=O,

where

m

P(x) = L )'k+ lX
k

k=O

m

Q(x) = L flk X \
k~l

(3.15 )

(3.16)

(3.17 )

flm = 1, the standard form of the differential equation for the generalized
hypergeometric function mFp( ~; x).

By comparing with the exponents of R(x) at x = 0, 00, we deduce that
IY., y can only be

IY.: a I + ij, ..., ap + ij, ij

y: C2 +11- 1, ..., cp +11- 1, 11,
(3.18 )

for no other choice would satisfy the inequality on the exponents at x = 1.
We know that each component of R(x) is a linear combination, with

constant coefficients, of m independent solutions of (3.16), and we now
proceed to obtain these relations, analogous to (3.4). In [5, Sect. 4.7.1],
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such relations were obtained by using the theorems of Smith [6] that
relate (3.5) to a set of expansions about x = ° that satisfy the same
differential equation. We follow the same approach for R(x), but care must
be taken since two of the parameters in \I., 'Yare now integers, so that the
conditions for applying the theorems of Smith [6] are not satisfied.

It is easy to check that independent solutions of (3.16) with a specific
singular behavior at the origin are still given by ([6, Eq. (3)] or
[5, Eq. (4.74)])

Il~O)(x)= xl-f' mFp (1 + \1. 1 - 'Yb , 1+ \l.m- Yk; x),
1+YI-Yb ..., [1 +Yk-Yk], ... , 1 +Ym-Yk

k=1, ...,m (3.19)

with the proviso that, for k = m, the series representing mFp must be
terminated after the (n + 1)th term. Solutions with a given singularity at (jJ

are given by the same formula as before

k = 1, ..., 1, m. (3.20)

It may be seen that now Il~l(x) is proportional to Il~col(x).

There is a matrix Hjb j, k = 1, ..., m, such that

m

Il}O)(x) = L HjkIl~CO)(x),
k~1

j= 1, ... ,m, (3.21 )

where all functions are taken to be single-valued in the complex plane cut
along the positive real axis from 1 to 00. We have immediately that
H mk = 0, k = 1, ... , p, and H km = 0, k = 2, ..., p. The remaining elements of H
may be obtained by taking appropriate limits in the formula of Smith
[6, Eq. (5)], and those that are needed are given in the Appendix.

We now come to the main result of this section.

THEOREM 3.1. The polynomials P(j, x) and the remainder element R(x)
satisfying (3.1), (3.7), are unique up to a constant factor, and R(x) is
given by

where

B(x) = KXIl(co)(x) + Rm(x) 1

Rm(x) = HlmIl~CO)(x),
(3.22 )

X ik = H lj (jjk' j, k = 1, ... , p. (3.23)
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Proof 1. We show that R(x) constructed as above belongs to the
augmented module. This requires us to show that

VR(x) = R'(x), (3.24 )

where R'(x) is the continuation of R(x) round the singular point corre
sponding to monodromy matrix V. It is sufficient to treat x = 0, 00. At
x = 00, we have

(
KXA2[Jl~)(X)+R (X)I)

R'(x)= - m_

Rm(x)

and, from (2.1),

(3.25 )

We have used A 2 as given in [5, Sect. 4.7.1] by

j, k= 1, ..., p, (3.27)

and we also showed there that

Vee =KA 2K- 1 (3.28 )

(3.29 )

from which (3.24) follows for x = 00.

The argument is similar for x = 0. The properties of " imply that, with

Z\O)(x) = Il\O)(x) - "ImIl~ee)(x)

ZLO)(x) = Dl°)(x), k = 2, ..., p,

then

where

Njk = "jb j, k = 1, ..., p.

For continuation round x = 0,

(3.30 )

(3.31 )

(3.32)
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where

Now
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j, k = 1, ..., p. (3.33)

where

Using

(3.34 )

(3.35 )

(3.36 )

we find that, for x = 0, (3.24) will hold provided that

VoKX=KXN- 1C 2N (3.37)

and from our formulae it can be checked that (3.37) holds. It follows that
R(x) as constructed belongs to the augmented module.

2. Now we show that the functions P(j, x) obtained by solving

m

L Fk(j, x) P(j, x) = X~-l Rk(x),
j=l

k= 1, ...,m (3.38 )

are polynomials of degree n that satisfy (3.1). Since Fm(j, x) = 0, j = 1, ..., p,
we immediately obtain

P(m, x) = X~-lRm(x)

which is a polynomial of degree n. The remaining functions satisfy

p

L £(j, x) P(j, x) = X~-lKXII(co)(x)
j~l

and are given by

(3.39)

(3.40 )

j= 1, ..., p, (3.41 )

where (-I)j A/x) is the determinant of the matrix formed by omitting the
jth column from

[£(1, x), £(2, x), ..., £(p, x), KXll(CO)(x)]. (3.42 )
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Our arguments above show that KXIl(OO)(x) is an element of the original
module and the standard procedure may be used to evaluate the deter
minants. In particular we find

Am(x) = x P - l-S,(X - 1)d- p+ I const., (3.43 )

where the constant is non-zero. We conclude that P(j, x) as given by (3.41)
are polynomials of degree n. The polynomials satisfy (3.1) since
R,(x)=Il\O)(x) is analytic near x=O.

3. To prove uniqueness, we first argue that, as seen by evaluation near
x = 00, Am +, calculated with the R(x) given above does not vanish. Sup
pose that there is an independent set of polynomials corresponding to
remainder element R*(x). The exponents of R*(x) at x = 00 must be no
less than those of R(x). It follows that, for sufficiently small f.l. # 0, Am +,
calculated for R(x) + f.l.R*(x) is not zero. The uniqueness of the form and
solution of (3.16), which holds if Am + , # 0, leads to the desired result.

4. TYPE II H.P. POLYNOMIALS

We can use a similar method of reasoning to reproduce Chudnovsky's
results [1, 3] on type II polynomials associated with the same augmented
module and also to obtain new formulae. We consider only the diagonal
case where we have polynomials Q(j, x), j= 1, ... , m,

i, j = 1, ... , m. (4.1)

Because for each n the diagonal type I polynomials correspond to normal
points in the lattice of dimensions, it follows [4] that the polynomials
Q(j, x) are unique up to a constant factor.

Define the functions Tix), j = 1, ..., m, as the solution of

m

Q(J, x) = L Fk(J, x) Tk(x),
k~l

j= 1, ..., m. (4.2 )

It follows that, under continuation round a branch point, Tj(x), j= 1, ... , m,
transform as an element in the augmented dual module. Since det(Fk(j, x)),
j, k = 1, ... , m, is, from (3.43), analytic and not zero away from branch
points, we see that Tix), j= 1, ..., m, are indeed the components of an
element T(x) in the dual module.

We could now proceed to deduce the exponents of T(x) at the singular
points and show as before that the components satisfy an equation of the

640/57/3-2
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form (3.16). It turns out that, instead of iX, y, the sets of parameters a, y
must be used, where

a: -ol-pn, -o2-pn, ..., -op-pn, -pn

y: l-c2-mn, ..., l-cp-mn, -mn.
(4.3 )

It is not necessary to follow this procedure because we already have
uniqueness, so we just state the form of T(x) and show that {Q(j, x)}
constructed from (4.2) are polynomials that satisfy (4.1).

Independent solutions of the generalized hypergeometric differential
equation (3.16) corresponding to parameters a, y, with specific behavior at

-(0) -(00) _ .0, 00 are Ilk (x), Ilk (x), k - 1, ..., m, obtamed from (3.19), (3.20) by
changing iX --+ a, y --+ y. In this case the series representing jj~O)(x) must be
terminated after the (pn + 1)th term, so that this solution is a polynomial
of degree pn. It is proportional to jj~oo)(x). Again the two sets of solutions
are linearly related. Using the method of Smith the relations can be put,
usmg

in the form

Z~o)(x) = jj~)(x) + Ajj~oo)(X)

ZLO)(x) = jjLO)(x), k = 2, ..., p,
(4.4 )

(4.5)

The values of .Ie, Njk , j, k = 1, ..., p, are given in the Appendix.
For our results we shall need functions YLO)(j, x), j, k = 1, ..., p, given by

Y (O)(1 )= 1-(', F (1 +Ol-Ck' . . . ,1 +Op-Ck )
k ,x X p p- I 1+ ; x ,

Ct-Cb ... , [1 +ck-cd, ... , l-cp-ck

k= 1, ..., p, (4.6)

and

An alternative way of writing (3.4) gives

F(j, x) = woy(O)(j, x).

(4.7)

(4.8 )

In [5, Sect. 4.7.1] we used the notation U, H, etc., to indicate that the signs
of °I' ... , ap' C2, ... , Cp had been changed. We also defined the diagonal p x p
matrix D.
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THEOREM 4.1. The po(ynomial Q(m, x) is given by

Q(m, x) = d 1AfI~Xol(x)

and T(x) by

T(x) = (KT)-l DDH-l DoZ(O)(x)

Tm(x) = Q(m, x) -1 TT(x),

255

(4.9)

(4.10 )

where Do is a diagonal p x p matrix. An expression for Q(j, x), j = 1, ..., p,
alternative to (4.2), is

p

Q(j, x) = L YLO)(j, x) ZLO)(x) dk ·

k=l

The form of {dk } is given in (4.24).

(4.11 )

Proof 1. We first show that T(x) is an element of the augmented dual
module which, from (2.6), (2.7), follows if T(x) belongs to the original dual
module. In [5] we proved that

(4.12)

where

For any diagonal Do we have, for continuation round x = 0,

- - - -(0)VoT(x) = VoWoDoZ (x)

= WOC2 DoZ(O)(x)

=T'(x)

as required.
We also found

with

The relation

(4.13 )

(4.14)

(4.15 )

(4.16 )

(4.17)
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for continuation round x = 00 implies

(4.18 )

Since ;P is diagonal with no two diagonal elements the same, this implies
that

(4.19 )

say, I.e.,

(4.20)

In the Appendix we give diagonal matrices Do, D 1 satisfying (4.20), which
proves that T(x) is in the dual module.

2. Now (4.2) may be written as

Q(j, x) = FT(j, x) T(x), j= 1, ..., p, (4.21 )

which must, on account of the transformation properties, be rational with
poles possible only at x = 0,1,00. A study of the exponents of F(j, x), T(x)
shows that (4.21) is a polynomial of degree pn as required.

3. To prove (4.1) we first derive (4.11). In [5, Appendix] we showed
that W;fJVo was a diagonal matrix called Q which we rename D2 here. We
showed that

(4.22 )

where M jj , Bj are given in [5, Eqs. (A1.13), (ALl?)]. From (4.8) and
(4.10) we have

Q(j, x) =FT(j, x) T(x)

= (yeO)(x))T WcfWoDozeo)(x),

which is of the form (4.11) with

Now

j= 1, ..., P (4.23 )

(4.24 )

j= 1, ..., p, (4.25)
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so that

FlU, x) QU, x) - FlU, x) Q(i, x)

p

= L (y\O)U, x) y~O)U, X)- y\O)(j, x) nO)U, x)) Z~O)(X) db
k~2

257

i, j = 1, ... , P

= O(Xmn+ 1)

from (4.4), (4.6), and (4.11).
Also

FI(m, x) QU, x) - FI(j, x) Q(m, x)

p

= L y~O)(j, x) Z~O)(x) dk
k~2

+ y\O)(j, x)[dl(h~)(x) + ).h~X))(x)) - d l ).h~OO)(x)J,

= O(Xmn+ 1).

This proves the theorem.

ApPENDIX

(4.26)

j= 1, ... , p

(4.27)

By following the method of Smith's proof [6 J, we find

H
k

= ei"(~k - Y,+ I) [r(YJ -lY.k) r(1 + Yk - YJ)J [fi r(IY., -lY.k) r(1 + Y,- YJ)J
J r(Yk-lY.k) ,=1 r(y,-lY.dr(I +IY.,-y) ,

'#k
j, k = 1, ... , p (AI)

H - imxm [IT;~I r(IY.,-lY.m )][IT7'=1 r(Y,J (A2)
1m - e [IT7'~2 r(y, -lY.m )] [IT;= I r(1Y.,)l

Similarly it is found that

k= 1, ... , p

(A3 )

(A4)
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j=2, ..., p;k= 1, ..., p. (A5)

By considering Njk/Hjk, with Hik obtained from [5, Eqs. (4.7.7), (4.7.9)],
we find that (4.20) holds with
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